
  

 

 

Real estate warning based on BP neural network 

Jiajun Hu1, Yixiang Wang2, Shengquan Wang3, Ang Li3, 4 
1School of economics, Central University of Finance and Economics,Beijing China.  

2Guangxi University, Nanning, Guangxi China  
3Institute of electronic engineering and Optoelectronic Technology, Nanjing University of Science and 

Technology ZiJin College, Nanjing City, China  
4College of Telecommunications & Information Engineering, Nanjing University of Posts and 

Telecommunications, Nanjing City, China) 

Keywords: BP neural network; intelligent algorithm; house price forecast; matlab 

Abstract: Nowadays the real estate industry is the pillar industry in many areas. Therefore, experts 
from all walks of life have come up with some convenient and accurate methods for forecasting real 
estate prices. However, they are generally manual analysis methods, and there are many subjective 
factors in it, so they are very inaccurate. The method based on BP neural network introduced in this 
paper can avoid this, and has a very good effect.  

1. introduction 
This paper estimates the house price by macro factors, and constructs a comprehensive index 

system. Using neural network theory, we can estimate the average price of any real estate (including 
the upcoming real estate) in the third quarter of 2018. Take a real estate as an example. According to 
its previous real estate price and the application of neural network algorithm, it can predict the real 
estate price of this property in the third quarter of 2018. This method can be used to evaluate and 
forecast any real estate. 

2. Bp neural network 
2.1 General bp neural network  

The structure of multi-layer feedforward network based on bp algorithm is shown in Figure 1. 

 
Figure 1. Bp neural network 

 
When the kth sample is input, the input of node j is 
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The error function used is  
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among them lky Is the actual output of unit j. The total error is 
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The following two situations are discussed: 
(1) If node j is an output unit, then jk
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 (2) If node j is not an output unit, then 

    )( l
jkl

jk

k
l
jk

l
jk

jk

k
l
jk

kl
jk netfE

nety
E

net
E ′

∂
∂

=
∂

∂

∂
∂

=
∂
∂

=
ο

ο
δ                      (7) 

At the mth unit of the (l+1) layer 
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Substituting equation (8) into equation (7), 
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Summarize the above results, there are 
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Until the error indicator meets the accuracy requirement [11], ie: 
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3. Simulation 
Buyers are asked to describe their dream houses, they may not start from the height of the 

basement ceiling or near the East-West railway. But the data set for this playground game proves that 
the price negotiation is more than the number of bedrooms or white fences. 

There are 79 explanatory variables describing (almost) all aspects of the home in Ames, Iowa, 
which are used to predict the final price of each household 

Table 1. Housing price data (from the kaggle platform) 

Id MSSubCla
ss 

MSZoni
ng 

LotFronta
ge 

LotAr
ea 

Stre
et 

Alle
y 

LotSha
pe 

LandConto
ur 

Utiliti
es 

LotConf
ig 

LandSlo
pe 

146
1 20 RH 80 11622 Pave NA Reg Lvl AllPu

b Inside Gtl 

146
2 20 RL 81 14267 Pave NA IR1 Lvl AllPu

b Corner Gtl 

146
3 60 RL 74 13830 Pave NA IR1 Lvl AllPu

b Inside Gtl 

146
4 60 RL 78 9978 Pave NA IR1 Lvl AllPu

b Inside Gtl 

146
5 120 RL 43 5005 Pave NA IR1 HLS AllPu

b Inside Gtl 

146
6 60 RL 75 10000 Pave NA IR1 Lvl AllPu

b Corner Gtl 

146
7 20 RL NA 7980 Pave NA IR1 Lvl AllPu

b Inside Gtl 

146
8 60 RL 63 8402 Pave NA IR1 Lvl AllPu

b Inside Gtl 

146
9 20 RL 85 10176 Pave NA Reg Lvl AllPu

b Inside Gtl 

147
0 20 RL 70 8400 Pave NA Reg Lvl AllPu

b Corner Gtl 
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3.1 Model Solution 

 
Figure 2. SalePrice 

Obviously, SalePrice does not follow a normal distribution, so it must be converted before 
performing the regression. Although the log conversion does a good job, the most appropriate is the 
Johnson infinite distribution. 

In this case, Spearman correlation is better, because even if they are non-linear, it will acquire the 
relationship between variables. OverallQual is the main criterion for establishing house prices. The 
neighborhood has great influence, and part of it has its own Some intrinsic value, but houses in some 
areas tend to have the same characteristics (confusion) leading to similar valuation factors. 
 

 
Figure 3. results 

After the calculation of the kaggle platform, the result is only 0.10649 deviation. 

4. Conclusion 
RF-BP neural network can reduce people's subjectivity, and it is effective for real estate 

development enterprises to avoid risks. Real estate development companies can implement risk 
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management by means of risk avoidance and insurance. The opacity of real estate market is in its 
agent-based simulation. There are some challenges. Although some real estate websites openly offer 
a large number of homes, the rest are not available. These price estimates are necessary to simulate 
their evolution from a complete initial home. In addition, this estimate can also be used for other 
purposes. , for example, to evaluate the home, let the buyer know which is the best price (ie the 
lowest price compared to the assessment) and advise the buyer to set the initial price. This work 
suggests combining the dimension reduction method with machine learning techniques to Obtaining 
the estimated price. In particular, this work analyzes the use of non-negative decomposition, 
recursive feature elimination, and feature selection with variance thresholds as a dimensionality 
reduction method. It will linear regression, support vector regression, k-nearest neighbors, and 
multi-layer sensing. The application of neural networks was compared as machine learning 
techniques. This work used ten times cross-validation for comparisonEstimate and error, and 
evaluate the improvement of the basic estimator commonly used at the beginning of the simulation. 
For reproducibility and support for other researchers, the software developed and the dataset used 
can be obtained free of charge from the data research library. Current work The problem of 
estimating the price of an unknown house using BP neural network has been solved. 
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